
Tutorial : uncertainty in quantum mechanics

1. Standard deviation and interpretation

Let A denote an observable and Â be the associated hermitian operator. When a quantum system is in the

normalized state |�Í, the expectation values for A and A

2 read ÈAÍ� = È�|Â|�Í and ÈA2Í� = È�|Â2|�Í,

respectively. The standard deviation
!
�A

"
� is defined as follows,

!
�A

"
� =

Ò
ÈA2Í� ≠ ÈAÍ2

�.

The purpose of the exercise is to show that the standard deviation is a mathematical tool that quantifies

the uncertainty in the value of A before measurement.

1. Show that ÈA2Í� ≠ ÈAÍ2
� =

=
�

----
1
Â ≠ ÈAÍ�

22---- �
>

. Conclude that the standard deviation is well

defined.

2. Let |�
a

Í denote a normalized eigenstate of Â with eigenvalue a. Show that
!
�A

"
�a

= 0. What value

would be measured for A if the system were in the quantum state |�
a

Í just before measurement.

3. We assume in the following that the quantum state of the system |�Í is a linear combination of two

orthonormal states |�
a

Í and |�
b

Í that are eigenstates of Â with eigenvalues a and b, respectively:

|�Í = 1Ô
1 + ”

2

1
|�

a

Í + ”|�
b

Í
2
,

where ” > 0 . Explain why |�
a

Í and |�
b

Í are necessarily orthogonal when a ”= b and verify that |�Í is

normalized. Show that, in this particular case, the standard deviation can be simplified as follows,

!
�A

"
� = ”|b ≠ a|

1 + ”

2 .

Comment on this result.
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2. Heisenberg inequalities

We consider in this exercise the particular case of a particle described by the normalized wavefunction �(r).

We will show that the product of standard deviations for the position x and the x component of the mo-

mentum p

x

has a lower bound that is equal to ~/2:

!
�x

"
�

!
�p

x

"
� Ø ~

2 .

This relation is one of the famous Heisenberg inequalities.

1. Give a physical interpretation to the above inequality.

2. Let – be a real number that we use to construct the following (–-dependent) quantum state,

|�(–)Í =
Ë!

p̂

x

≠ Èp
x

Í�
"

+ i–
!
x̂ ≠ ÈxÍ�

"È
|�Í,

where i2 = ≠1. Show that the square norm N(–) = È�(–)|�(–)Í can be written as

N(–) =
!
�x

"2
� –

2 +
!
�p

x

"2
� ≠ i–È�|[x̂, p̂

x

]|�Í,

where [x̂, p̂

x

] = x̂p̂

x

≠ p̂

x

x̂ is the commutator of x̂ and p̂

x

.

3. Show that [x̂, p̂

x

] = i~. [Hint: apply the operator [x̂, p̂

x

] to a trial wavefunction Ï(r)]

4. Deduce from question 3. that

N(–) =
!
�x

"2
� –

2 + ~– +
!
�p

x

"2
� =

!
�x

"2
�

CA

– + ~
2
!
�x

"2
�

B2

+ 1
!
�x

"2
�

A
!
�p

x

"2
� ≠ ~2

4
!
�x

"2
�

BD

.

5. Explain why N(–) Ø 0 for any – value. Conclude by considering the particular case – = ≠ ~
2
!
�x

"2
�

.
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