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1 Introduction to strong correlation: localized orbitals ISTPC 2022

In these notes, I present a brief introduction to strong correlations in solid state physics, to DFT+U ,
to Dynamical Mean Field Theory (DMFT) and to the combination of Density Functional Theory
(DFT) and DMFT (See also references [1], [2], and [3]).

1 Introduction to strong correlation: localized orbitals

1.1 Atomic orbitals

We first focus on the spatial localization of orbitals as a function of their principal quantum numbers:
1s, 2p and 3d and 4f orbitals are orthogonal to lower orbitals only through the angular part because for
their value of l, they are the orbitals with the lowest principal quantum number[3]. As a consequence,
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Figure 1: Radial part of valence wavefunctions of some atoms (computed in DFT/LDA).

the radial part of the wavefunction is not constrained by orthogonality, and can lower its Coulomb
interaction with the nucleus by being more localized. Thus, these orbitals are more localized than
others. Fig. 1 illustrates the localization of 3d and 4f with respect to 4d, 5d and 5f orbitals. Indeed,
transition metals and lanthanides are notorious examples of systems exhibiting strong correlation
effects.

Concerning the angular part, it has more and more nodal planes as l increases, thus in particular,
d and f orbitals are fairly localized in space. As a consequence, 4d, 5d and 5f orbitals exhibit also
important correlation effects.

1.2 Localization or delocalization of electrons?

Two main consequences arise from the localization of orbitals:

• When a solid is formed from atoms, the overlap of localized orbitals is weaker than for delocalized
orbitals and thus the bandwidth W is smaller (see Fig. 2).

• The more localized are the orbitals, the stronger the local interactions ”U” between electrons
are, because electrons are closer to each other.

The simplest example to illustrate these two effects is the formation of the H2 molecule. In this
case, this competition between chemical bonding and interaction leads to a change of the ground state
as the interatomic distance increases. At large distance, the electrons are localized each on its atom
to avoid the Coulomb interaction with the other electrons (here U > W ). At small distance, the two
electrons delocalize in a bonding molecular orbital.
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1 Introduction to strong correlation: localized orbitals ISTPC 2022

Figure 2: Schematic bandwidth from some orbitals as a function of pressure: the more localized are
the orbitals, the smaller is the bandwidth (from [4]).
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Figure 3: Evolution of volume of pure elements are a function of volume for some lines of the periodic
table (adapted from [5]).

Let’s see another consequence of this for solids on Fig. 3. It represents the evolution of volume of
pure elements as a function of the number of electrons, for 4d, 4f and 5f elements. We now discuss
each curve:

• 4d orbitals are fairly delocalized, and form bands. Thus, as Z increases, electrons fill the 4d
band. First the bonding states are filled and then antibonding states. As a consequence, the
volume decreases and then increases. This experimental observation is thus coherent with the
delocalization of 4d electrons.

• For lanthanides, 4f electrons are localized, thus there is a negligible overlap between 4f orbitals.
As a consequence, adding electrons inside the f bands has no effect on the cohesion of the cristal.

• Actinides: The localization appears at the middle of the serie. As Z increases, the 5f orbitals
are more and more localized because of the attraction with the nucleus. In the middle of the
series, the system choose to localize electrons to lower the energy.
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2 The DFT+U method ISTPC 2022

2 The DFT+U method

The DFT+U method describes interaction effects in correlated orbitals using the Hartree Fock method
restricted to one orbital and with an effective (screened) interaction.

2.1 From Hartree Fock to DFT+U

The interaction part of the Hartree Fock energy is, taking into account the spin:

Einteraction
HF =

1

2

∑
a,b

∑
σ,σ′

[∫
Ψσ
a(r)Ψσ′

b (r′)
1

|r− r′|Ψ
σ
a(r)Ψσ′

b (r′)

− δσ,σ′

∫
Ψσ
a(r)Ψσ

b (r′)
1

|r− r′|Ψ
σ
b (r)Ψσ

a(r′)

]
(1)

(See lecture of V. Robert)
or with shorter notations

Einteraction
HF =

1

2

∑
a,b

∑
σ,σ′

[
〈aσbσ′ |V |aσbσ′〉 − δσ,σ′〈aσbσ|V |bσaσ〉

]
(2)

Then, we keep only the terms in |a〉 in the correlated subsets of orbitals, thus using a partial
decomposition over correlated orbitals:

|a〉 =
∑

m,L=lcor

〈m|a〉|m〉+ ...terms neglected (3)

Thus, we can put this equation inside previous equation to obtain:

Einteraction
LDA+U =

1

2

∑
a,b

∑
σ,σ′

∑
m1,m2,m3,m4

[
〈m1m2|V |m3m4〉〈aσ|m1〉〈bσ

′ |m2〉〈m3|aσ〉〈m4|bσ
′〉

− δσ,σ′〈m1m2|V |m3m4〉〈aσ|m1〉〈bσ|m2〉〈m3|bσ〉〈m4|aσ〉
]

(4)

and

Einteraction
LDA+U =

1

2

∑
σ,σ′

∑
m1,m2,m3,m4

[
〈m1m2|V |m3m4〉

∑
b

(〈m4|bσ
′〉〈bσ′ |m2〉)

∑
a

(〈m3|aσ〉〈aσ|m1〉)

− δσ,σ′〈m1m2|V |m3m4〉
∑
b

(〈m3|bσ〉〈bσ|m2〉)
∑
a

(〈m4|aσ〉〈aσ|m1〉)
]

(5)

Thus, we arrive at the expression of the interaction term of the LDA+U energy (Lichtenstein et al[6]
)

Einteraction
LDA+U =

1

2

∑
m1,m2,m3,m4

∑
σ,σ′

[
〈m1m2|V |m3m4〉nσ

′
m4,m2

nσm3,m1

− δσ,σ′〈m1m2|V |m3m4〉nσm3,m2
nσm4,m1

]
with the occupation matrix

nσm1,m2
=
∑
a

〈m1|a〉fa〈a|m2〉
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2 The DFT+U method ISTPC 2022

2.2 A simplified case

We now define EU as
EU = Einteraction

LDA+U − EDC (6)

For simplification, we assume that 〈m1m2|V |m1m2〉 = U are constant and that occupation matrices
are diagonal (high symmetry case).

Einteraction
LDA+U =

1

2

∑
i 6=j

Uninj (7)

This term directly describe the interaction between electrons in orbitals in a static way.
We call EDC the double counting term which is here to cancel (in an approximated way) the

double counting of interaction among correlated electrons in the exchange and correlation term and
the interaction term.

EDC = U
N(N − 1)

2
(8)

So that we have

EU =
1

2

∑
i 6=j

Uninj − U
N(N − 1)

2
(9)

where i,j are indices of the correlated orbitals, one assumes only one correlated atom and N =
∑

i ni.
One have for ni, where a are the (occupied) eigenstates of the KS equations (see Eq. 6).

ni =
∑
a

〈i|a〉〈a|i〉

2.3 Kohn Sham potential and density of states

The part of the KS potential which depends on U can be deduced from

VU |a〉 =
∂EU
∂a∗(r)

=
∑
i

∂EU
∂ni

∂ni
∂a∗(r)

=
∑
i

|i〉VU,i〈i|a〉 (10)

with

VU,i =
∂EU
∂ni

(11)

Thus one obtains easily to:

VU =
∑
i

|i〉U(
1

2
− ni)〈i| (12)

Filled state (for which ni close to one) are pushed to lower energy and empty states (ni close to
zero) are pushed to higher energy. A gap can open in the density of states.

2.4 Total energy

From the expression of total energy

EU =
1

2

∑
i 6=j

Uninj − U
N(N − 1)

2
(13)

one can easily show

EU =
1

2

∑
i

ni(1− ni)
2

(14)
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3 The Hubbard model ISTPC 2022

This term can be viewed as compensating an error of LDA for non integer numbers of electrons[7] as
plotted on the figure just above (from Ref.[7], see also lecture of J. Toulouse) 1. The consequence of
this term is that DFT+U most often leads to an increase of volume (as expected from the localization
of electrons).

3 The Hubbard model

In this section, we will study the Hubbard model, which is appropriate to study the localisation/delocalisation
competition.

From the lecture of E. Fromager on second quantization, one can write the Hamiltonian as

H =
∑
i

〈i|h|j〉c†icj +
∑
i,j,k,l

〈ij|v|kl〉c†ic
†
jckcl (15)

In this equation, i, j, k, l belongs to a complete one particle basis. If (1) the sums in this equation are
restricted to only one orbital per atoms, (2) only on site interactions are kept, one can show that one
recover the Hubbard model.

Exercice: Show how this expression reduces to the Hubbard model if the preceding conditions are
fulfilled.

The Hubbard model writes:

H =
∑
i 6=j

tijc
†
icj +

∑
i

ε0(ni↑ + ni↑) +
∑
i

Uni↑ni↓ (16)

In this equation, as we have only one orbital per site, i, j refers to atomic sites. We will now try to
understand two limits of this Hamiltonian.

3.1 Delocalization limit: U/t << 1

Let’s suppose that we can neglect the interaction term.

H =
∑
j 6=i

tijc
†
icj + ε0(ni↑ + ni↓) (17)

1Note that LDA does not give the exact total energy even for integer number of electrons.
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3 The Hubbard model ISTPC 2022

In this case, one can easily solve this non interacting Hamiltonian either by direct diagonalisation or
by using Bloch states: We can define Bloch states |k〉 as

|k〉 =
1√
N

∑
i

|Ti〉eikTi (18)

where |Ti〉 are atomic orbitals: 〈r|Ti〉 = φ(r − Ti) on site i. We also have

|Ti〉 =
1√
N

∑
k

|k〉e−ikTi (19)

We also have the change of basis for creation and annihilation operators:

c†i =
1√
N

∑
k

c†ke
−ikTi (20)

ci =
1√
N

∑
k

cke
ikTi (21)

As a consequence, one can show (do it in Exercice) that:

H =
∑
k

εkc
†
kck (22)

with εk = 1
N

∑
ij tije

−ik(Ti−Tj)

Let now suppose that we are in one dimension, and tij is non zero only for neighboring atoms, in
this case, we have (note that t is negative) the following dispersion relation which gives the energy of
levels as a function of the value of k.

εk = ε0 + 2tcos(ka) (23)

According to Bloch theorem, k must belong to the first Brillouin Zone [−π
a ,

π
a ], where a is the distance

between atoms. We now suppose that we have one electron per atom, whereas there are two states
per atoms. As a consequence, the band is half filled. The system is thus metallic and the Fermi levels
is at ε0.

3.2 Localization limit: U/t >> 1

H =
∑
i

Uni↑ni↑ +
∑
i

ε0(ni↑ + ni↓) (24)

In this case, the Hamiltonian is a sum of Hamiltonians for independent atoms ! We thus have to
solve the atomic problem.

The size of the Hilbert space for this system is four (22):

• 0 electron: |0〉 :E = 0

• 1 electron: | ↑〉 and | ↓〉: E = ε0

• 2 electrons: | ↑↓〉: E = 2ε0 + U

Let us now suppose that the system as one electron per atom. From the above energies, one can
compute the cost associated to the hopping of one electron from one atom to another atom (see Fig.
4). The cost is U . The order of magnitude of U in a real system is a few eV. As a consequence, at
room temperature, electrons will be localized and the system is called a Mott insulator. The insulating
character comes from interactions and not from a band structure effect.

One can also compute the photoemission spectra, ie the energy to add (E(| ↑↓〉)−E(| ↑〉) = ε0+U)
or remove (E(| ↑〉) − E(|0〉) = ε0) an electron. We see that the photoemission spectra (or spectral
function) will have two peaks located at ε0 and ε0 + U . The two peaks are separated by U which is
thus the photoemission gap. These peaks are called Hubbard bands.
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Figure 4: For U/t >> 1, the cost of a hopping is E(| ↑↓〉) + E(|0〉)− 2E(| ↑〉) = U

≡

Figure 5: The first DMFT idea: The Hubbard model physics can be mimicked by an Anderson model

3.3 The Mott transition

From these two limits, one can deduce that as U/t will increase, the systems will change from a metal
to a Mott insulator. This is the phenomenon of the Mott transition. But we need an approximation
to find the solution for intermediate values of U/t.

4 The Dynamical Mean Field Theory

4.1 The Anderson model

We would like to describe correctly the on-site Coulomb interactions which are essential to describe
correctly the atomic limit. The first idea of DMFT is to mimic the Hubbard model by a correlated
atom with the exact Coulomb interaction, embedded in a bath of uncorrelated orbitals (see Fig.
5). The effect of all the other atoms are gathered in the bath. This is a Anderson model[8] whose
Hamiltonian writes:

W

H0a

ε0

ε0 + U

H0b

Vk

H1

HAnderson =
∑

ωka
+
k,σakσ︸ ︷︷ ︸

H0a

+
∑
k,σ

Vk(a
+
k,σcσ + c+σ ak,σ︸ ︷︷ ︸
H1

) + ε0(n↑ + n↓) + Un↑n↓︸ ︷︷ ︸
H0b

9



4 The Dynamical Mean Field Theory ISTPC 2022

This is a mean field idea. However, we do not have only one electron in an effective field as in usual
static mean field theory, but a whole many body atom whose interactions will be described exactly.
Moreover the Anderson model will be defined self-consistently, but we will discuss this in the next
section. We just focus in this section on the physics of the Anderson model. Once again, we are going
to investigate several limiting cases for this Hamiltonian

4.1.1 The isolated atom limit: Vk = 0

This case is identical to the limit U/t >> 1 of the Hubbard model: the correlated atom is insulating.

4.1.2 The U = 0 limit

The hamiltonian writes:

HAnderson =
∑

ωka
+
k,σakσ +

∑
k,σ

Vk(a
+
k,σcσ + c+σ ak,σ) + ε0(n↑ + n↓)

This is again a non interacting system which can be solved easily: The atomic level will hybridize with
the levels at ωk, and will acquire a width.

Let’s compute the Green’s function of this system. We can use the equation of motion of the (non
interacting) Green’s function presented in the lecture of Fabien Bruneval, we thus have:

(ωI −H)G = I (25)

The dimension of these matrices is equal to N+1. It contains the N uncorrelated orbitals ωk and the
correlated orbital ε0. The diagonal elements of H are the energies ωk and ε0. The only off diagonal
terms are the coupling elements of the level at ε0 to the levels at ωk.

ε0 V1 ... Vk ... VN
V1 ω1 0 0 0 0
.... 0 ........ 0 0 0
Vk 0 0 ωk 0 0
... 0 0 0 ..... 0
VN 0 0 0 0 ωN


G = (ωI −H)−1 (26)

We can easily inverse this matrix and compute the Green’s function of the correlated orbital
Exercice: Use the formula A−1 = Com(A)T /detA to compute the correlated level Green’s function.

We obtain:

G(ω) =
1

ω − ε0 −
∑

k
V 2
k

ω−ωk

(27)

We now define the Hybridization function ∆(ω) as:

∆(ω) =
∑
k

V 2
k

ω − ωk
(28)

We can now compute the spectral function of this system by computing (see lecture of Xavier
Blase):

A(ω) = − 1

π
ImGR(ω + iδ) (29)
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2ω1(S = 0)

(S = 0, S = 1) ω1 + ε0
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V = 0 V 6= 0

Figure 6: Two electrons levels with V = 0 and V small

We need2

∆(ω + iδ) =
∑
k

V 2
k

ω − ωk
− iπ

∑
k

|Vk|2δ(ω − ωk) (30)

If ∆ = 0, then the spectral function has a peak at ε0. Using the last two equations, the peak at ε0
in the spectral function will be shifted by the real part of ∆ and will be broadened by the imaginary
part of ∆. Interestingly, the imaginary part of ∆ recovers the Fermi golden rule (width of the level
coupled to the continuum is π

∑
k |Vk|2δ(ω − ωk)).

4.1.3 The Anderson Molecule

We now simplify the bath by replacing it by a single level. We reproduce here the exemple detailed
in Ref. [9].

We suppose that U is infinite so the double occupation of the localized level is impossible. Finally
we limit our study to the states with 2 electrons. With these constraints, we have 5 possible states in
the Hilbert space: the first is the double occupation of the bath level (this is a state with S=0) and
there are four states with one electron in the bath level and one electron in the localized level. Among
these four states, there are one triplet (S=1) and one singulet (S=0). If V = 0, then the four levels
are degenerated. On Fig. 6, the singlet states are in red.

If the hybridization V is non zero, then the two states with S = 0 couple (see Fig. 6). As a
consequence we have a possible transition between the singlet and the triplet state at very low energy.
This phenomenon has the same physical origin as the Kondo effect. It shows that a resonance exists
even in a very strongly correlated system (U is large) and this resonance will be at the Fermi level. We
can define a temperature T ∗ corresponding to the difference of energy between the singlet and triplet
state. Below this temperature, the system will exhibit the resonance, which will fade as temperature
increases. Moreover, below this temperature, the magnetic moment of the localized level is completely
cancelled by the formation of the singlet state.

Exercice: Compute the stabilization energy indicated in Fig 6. To do this, either you compute the
eigenfunctions of the spin operators for S=0 and then you diagonalise a matrix of dimension 2 (see
Ref.[9]). Or you can use the second quantization and write the variational wave function for the singlet

as |Ψ〉 = (a0 + a1(c
†
0↑a1↑ + c†0↓a1↓))|Φ0〉 where Φ0〉 is a ground state with the orbital at ω1 completely

filled and solve the SchrÃ¶dinger equation of our simple model for this variational wave function. It
can be generalized to a large number of bath orbitals (see the discussion in Ref. [9]). Compare the
stabilization energies in the two cases.

4.2 The self consistency condition and the DMFT loop

Following the definition of the Green’s function on the local orbital basis

Gij(t) = −i〈N |T (c†i (t)cj(0)|N〉 (31)

2We use limδ→0
1
π

δ
x2+δ2

= δ(x).

11



4 The Dynamical Mean Field Theory ISTPC 2022

one can compute the Bloch Green’s function

Gk(t) =
1

N

∑
ij

eik(Ti−Tj)Gij(t) (32)

thus, in frequency

Gk(ω) =
1

N

∑
ij

eik(Ti−Tj)Gij(ω) (33)

Using the equation of Motion of the Green’s function (ω − H − Σ)G = 1, the lattice Green’s
function for the Hubbard model is written:

Gk(ω) =
1

ω − εk − Σk(ω)
(34)

where the self energy is unknown. The local Green’s function of the lattice is

Gii(ω) =
1

N

∑
k

eik(Ti−Ti)Gk(ω) =
1

N

∑
k

Gk(ω) (35)

Besides, the Green’s function for the Anderson impurity model is

GAnderson(ω) =
1

ω − ε0 −∆(ω)− Σ(ω)
(36)

The DMFT idea is to identify the local Green’s function of the Hubbard model with the Green’s
function of Anderson model and the self energy of the Hubbard model to be equal to the self energy of
the Anderson model 3 : it is the self-consistency relation of DMFT. This implies in particular that
the local one particle excitations of the Hubbard model will be the same as the one particle excitations
of the Anderson model. This writes:

1

N

∑
k

1

ω − εk − Σ(ω)
=

1

ω − ε0 −∆(ω)− Σ(ω)
(41)

This equation enables us to find ∆(ω) as a function of the self energy: ∆ = ∆[Σ] and also ε0 =
1
N

∑
k εk

4

Besides, the solution of the Anderson model enables us to have the self energy from the value of
ε0 and ∆.5 So this creates a system of two equations that can be solved self-consistently. These two
equations constitute the DMFT self-consistent loop that can be solved by iteration.

3Thus we have expressed also the self energy in the Bloch basis. We start from the expression of the self energy as a
sum of local self energies on different sites:

Σ =
∑
Ti

|Ti〉Σ(ω)〈Ti| (37)

We use then

|Ti〉 =
1√
N

∑
k

|k〉e−ikTi (38)

Thus by replacing the last equation in Eq. 37, we have (do the derivation in exercice).

Σ =
∑
k

|k〉Σ(ω)〈k′| (39)

Thus
〈k|Σ|k〉 = Σ(ω) (40)

Thus for a local self-energy, the self energy in the basis of Bloch states is equal to the local self-energy.
4Equivalently, one can say that the non interacting Green’s function G−1

0 = ω − ε0 −∆(ω) can be obtained from the
self-energy.

5Equivalently, one can obtain the Green’s function and the self energy of the Anderson model as a function of the
non interacting Green’s function
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Figure 7: Phase diagram of the Hubbard model in DMFT compared to phase diagram of Cerium.
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Figure 8: Evolution of the spectral function in the Hubbard model (from Ref[10]) compared to spectral
function in cerium.

4.3 The Hubbard model in DMFT

The main results for the Hubbard model phase diagram in DMFT (without magnetism and for one
electron per atom) are sum up on Figs. 7 and 8. First, the metal insulator is a first order phase
transition. Moreover, the paramagnetic insulating phase with a degeneracy of two can be described in
contrary to the static mean field approximation which breaks the symmetry and creates magnetism.

Let’s describe the evolution of the spectral function. At large value of U, the Hubbard bands are
present but still broadened by hybridization. Then, a resonance peak appears at the Fermi level and
grows, as U/t decreases. Importantly thus, the metallic phase appears whereas the Hubbard band
are still present in the photoemission spectra. Such feature is also not described by the static mean
field approximation. Let us finally outline that in DMFT, both the atomic limit (U/t >> 1) and the
delocalization limit (U/t << 1) are exact.
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5 DFT+DMFT

The main idea of DFT+DMFT is to use the DFT/LDA Hamiltonian to define the one body term of
the Hubbard model and then supplement it by an exact Coulomb interaction for the correlated orbital
subset.

However, to apply DMFT ideas to a real system, one need first to define correlated orbitals[11, 12,
13] and a corresponding value of the effective interaction U [14]. This is important and is discussed
in the first subsection. I just outline here that there is no unique way to define correlated orbitals.
So several choices have been made in the litterature. It includes atomic orbitals, or wannier orbitals.
When the choice of correlated orbitals is done, the effective interaction for these orbitals has to be
computed. The most used formalism is the constrained Random Phase Approximation method[14]
which considers that the effective interaction between correlated electrons is the bare interaction
screened by all the non correlated electrons. It thus requires the calculation of a non interacting
polarisability and the inverse dielectric function as presented in the lectures of Fabien Bruneval, and
Francesco Sottile. It is described in the second subsection.

Then, using correlated orbitals and related values of U , a DFT+DMFT calculation can be carried
out.

5.1 Correlated orbitals: how to define them ?

5.1.1 Projected Local Orbitals Wannier functions and Maximally localized Wannier
functions.

Projected Wannier functions are defined in Refs. [11, 13]. We first introduce the auxiliary wavefunc-
tions |χ̃R

km〉 as

|χ̃R
km〉 ≡

∑
ν∈W
|Ψσ

kν〉〈Ψσ
kν |χR

km〉. (42)

For a given atomic site R, we call |χR
km〉 the Bloch transform of isolated atomic orbitals with projected

angular momentum m. |Ψσ
kν〉 are Kohn-Sham orbitals for k-point k, band index ν and spin σ. |χ̃R

km〉
is thus a weighted sum of Kohn-Sham orbitals. This sum extends over a given number of Kohn Sham
orbitals that can be defined by an index range or alternatively by an energy window W. For a finite
W, the orthonormalization of |χ̃R

km〉 leads to well defined Wannier functions |wR
km〉, unitarily related

to |Ψσ
kν〉: 6

|wR
km〉 =

∑
ν∈W
|Ψσ

kν〉〈Ψσ
kν |wR

km〉 (43)

It is important to notice that the localization of |wR
km〉 will decrease if W decreases.

Maximally localized Wannier functions are Wannier functions whose extension is minimized[15].
It has the advantage over projected local orbital Wannier functions that it is uniquely defined.

5.1.2 Wannier functions: a pedagogical simplified molecular model

In order to illustrate the localization of Wannier functions, we consider a simple diatomic molecule
containing an electropositive atom (V) and an electronegative atom (O). In this model molecule, we
consider only one orbital per atom, and for simplification, we assume it is of s symmetry. It can be
viewed as a very simple model for SrVO3. The bonding state at ε1 is the analogue of the O-p like
band, whereas the antibonding state at ε2 is the analogue of the V-d like bands.

We now suppose that the system contains 3 electrons. The V-like band is thus half filled. We use
Eq. 42 with χ = φV to compute Wannier functions for two energy windows:

6In the limit of a infinite number of Kohn Sham bands, the projection in Eq. (42) becomes complete and the Wannier
functions |wR

km〉 become equivalent to atomic orbitals |χR
km〉.
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Figure 9: Simple molecular orbital diagram for an diatomic molecule containing an electropositive
atom (V) and an electronegative atom (O). It can be viewed as a simple model for SrVO3. In the
text, we use this model with 3 electrons: the ε2 level is thus half-filled.

Eigenstates included in the energy window W {ε2} {ε1, ε2}
Corresponding Wannier function wV |Ψ2〉 |φV 〉
Corresponding number of electrons nV 1 2β2 + α2

Table 1: Wannier function on vanadium and corresponding numbers of electron in a simple diatomic
molecule for two different choices of the energy window.

• If W = {ε2}, then Eq. 42 contains only one term in the sum: |χ̃〉 = |Ψ2〉〈Ψ2|φV 〉 = α|Ψ2〉. After
renormalizing χ̃, we find that the Wannier function is an extended molecular orbital |wV 〉 = |Ψ2〉
and contains an oxygen contribution. The number of electrons in this orbital is 1.

• If W = {ε1, ε2}, then Eq. 42 contains two terms in the sum. One shows easily that the Wannier
function is a localized atomic orbital |wV 〉 = |φV 〉 and is thus much more localized than in the
previous case. The number of electrons in 2β2 + α2 6= 1.

So this simple example illustrates how the localization of the Wannier functions is modified by the
choice of energy windows of Kohn Sham bands. A similar illustration in the case of SrVO3 can be
seen in [12].

We thus emphasize that the DMFT and the calculation of the effective interactions must be done
for the same correlated orbitals. Indeed, the values of effective interactions depends importantly on
the localization of Wannier orbitals (see e.g. [16, 17]).

5.2 How to compute the effective coulomb interaction?

When the choice of correlated orbitals is done, the effective interaction for these orbitals has to be com-
puted. There are several ways to compute effective interactions[18, 7, 14]. However, the constrained
random phase approximation method[14, 16] (cRPA) is particularly adapted to DFT+DMFT. How-
ever, it is not limited to it: indeed, the cRPA method depends crucially on the definition of a many
body model[16, 17]. The many-body model is defined by a set of local orbitals together with the
interactions among them. A cRPA calculation of a model would require first the definition of a set
of local orbitals, and second a consistently calculated screened interaction: it considers that the effec-
tive interaction between correlated electrons is the bare interaction screened by all the non correlated
electrons. Importantly, thus the value of effective interactions depends crucially[16, 17, 19] on the
definition of correlated orbitals discussed above.

We first present the cRPA method, then discuss a self-consistent method to determine U , and
finally, we shortly discuss some peculiarity of the PAW implementation.
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Polarisation: P = Pd + Pr

EF

Fig. 3: A schematic picture explaining the meaning of and . While is confined to the
transitions within the subspace, may contain transitions between the and subspaces.

occ unocc

(47)

where are usually chosen to be the Kohn-Sham eigenfunctions and eigenvalues and
is a combined index for the -vector and the spin . For systems without spin-

flipping processes, and evidently have the same spin. has exactly the same form as in
Eq. (47) but with the bands and restricted to the subspace. We note that contains
not only transitions inside the subspace but also transitions between the and subspaces as
illustrated in Fig. 3.
Since does not contain low-energy polarisations that are responsible for metallic screening,
becomes long range. The asymptotic decay of as a function of distance is expected to

behave according to where rather than exponential, as often assumed. This
behaviour is illustrated, e.g., in the case of the BEDT-TTF organic conductors [17].
It may be argued that for narrow-band materials with strong correlations it would not be suffi-
cient to calculate within the RPA. We would like to point out that from a physical point of
view much of the error in the RPA resides in rather than because the former corresponds
to the polarisation of the narrow bands, where we expect vertex corrections to the RPA to be
large, whereas the latter corresponds to polarisation involving more extended states, for which
the RPA is supposed to perform well. Since it is that enters into the calculation of , we
expect that the error in the RPA has much less influence on than one would anticipate
In practice, Eq. (44) is solved by introducing a set of basis functions, and the choice of basis
functions depends on the band-structure method. For band-structure methods based on pseu-
dopotentials, a plane-wave basis set is a natural choice. For band-structure methods based on

Figure 10: Schematic density of states with the transitions that are involved in the polarizability of
correlated electrons Pd=̂χ

d
0 and the other transitions that are involved in Pr=̂χ

r
0 = P − χd0.

5.2.1 The cRPA method and the RPA method

We call here χ0 the non interacting (Kohn-Sham) polarizability of the system. Let’s now separate the
correlated states (They could be d states but the method is more general and correlated orbitals could
gather several orbitals from e.g different atoms) from the rest (r). We thus have[14]:

χ0 = χcorrel
0 + χr0 (44)

thus, we can rewrite the inverse dielectric matrix as:

ε−1 =
1

1− v(χcorrel
0 + χr0)

(45)

We now define the dielectric function due to correlated electrons as

ε−1correl=̂
1

1−Wrχcorrel
0

, (46)

the dielectric function of the other electrons as

ε−1r =̂
1

1− vχr0
, (47)

and the interaction screened only by the other (r) electrons as:

Wr =
v

1− vχr0
(48)

With these definitions, one shows that

ε−1correlε
−1
r = ... =

1

1− vχr0 − vχcorrel
0

=
1

1− vχ0
= ε−1 (49)

Thus, we have
W =̂ε−1v = ε−1correlε

−1
r v (50)
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Figure 11: “Fatbands” of SrVO3, corresponding to the O-p, V-t2g, and V-eg like bands [22]. Between
-8 eV and -2 eV, bands are mainly Op-like. Then, there are 3 bands of t2g character that cross the
Fermi level, and finally 2 bands of eg character. If Wannier correlated orbitals are constructed only
with V-t2g-like bands, then, the cRPA interactions can be computed by removing transitions inside
the three isolated V-t2g-like bands.

We can interpret this result[14]: The fully screened RPA interaction is the combination of two screening
processes. First, the bare interaction is screened by non-correlated electrons (r), and it gives rises to
a screened interaction Wr. Secondly the screening of this interaction by correlated electrons recovers
the fully screened interaction.

The main idea of cRPA is to use this separation of screening processes. The screened interaction Wr

can be computed explicitly, using the equation written above, which is valid for electrons interacting
only with the Hartree potential (it could be generalized to electrons interacting with the LDA potential,
by adding the LDA exchange and correlation kernel). Removing screening by correlated electrons is
easy in cases where correlated orbitals are unitarily related to an isolated set of bands (see Fig. 10). In
other cases, several disentanglements[20] or weighting schemes have been proposed[21]. The weighting
scheme of [21] lowers the contribution of a given transition, as a function of the weight of correlated
orbitals on the bands involved in the transition.

Then the interaction in the basis of correlated orbitals is computed with:

U1234(w) = 〈w1w2|Wr(w)|w3w4〉 (51)

Finally, the screening by correlated electrons is explicitly taken into account by solving exactly
correlations with the interaction U1234 by a dedicated method (e.g. DMFT).

model (screening-orbital) v U
d− d 15.0 2.8
dp− dp 19.4 10.1

Table 2: Bare (v), and cRPA (U) Coulomb interactions for SrVO3 computed for different models.
Results are from [19] and similar results are obtained in Refs. [16] and [17].
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5.2.2 Many body models

We now briefly discuss different kind of models as discussed in Ref.[16, 17] in the case of SrVO3, which
is a test systems for various methods[23, 12, 16]. SrVO3 is a correlated metal with one electron in the
Vt2g-like band (see discussion in Fig. 11).

• d model: The model is built from the Vd-like bands only: Wannier functions are build from
Vd-like bands and transitions among the Vd-like bands define χcorrel.

• dp model: The model is built from the Vd-like and Od-like bands. Wannier functions are build
from Vd-like bands and Op-like bands and transitions among these bands define χcorrel. In this
case, effective interactions Udd, Upp and Upd can be computed and used in a calculation using
explicitly all these interactions.

The value of U depends largely on the model[16]. It is thus especially important to accompany
the value of U with the definition of the model used.

5.3 The DFT+DMFT loops

In a first step, we are going to write the expression of the lattice Green’s function for the solid with a
local self-energy. The self-energy will later be the DMFT self-energy.

5.3.1 The lattice Green’s function

In comparison to the case of the one band Hubbard model, things are more complicated because

• The number of correlated orbitals is larger (10 for d elements)

• The number of bands in the system is large, and larger that the number of correlated orbitals
because some orbitals are not correlated. For example, in Iron, the 3d orbitals are correlated
but the 4s are not. However, 4s and 3s states are strongly mixed in the DFT/LDA density of
states.

We are going to express all quantities (G,Σ) in the Kohn Sham wavefunctions basis because the
DFT Hamiltonian has a simple expression in this basis:

HLDA =
∑
nk

|Ψkn〉εnk〈Ψkn| (52)

The self energy in DMFT is local and is computed in a local basis, thus the self energy operator
is a sum of identical self-energies on each correlated sites (m and m′ are quantum numbers of the
projection of the angular momentum).

Σ =
∑

mm′Ti

|χTim〉Σm,m′(ω)〈χTim′ | (53)

We can define the Bloch transform of the localized functions χTim as before as

|χTim〉 =
1√
N

∑
k

|χkm〉e−ikTi . (54)

Thus by replacing the last equation in Eq. 53, we have:

Σ =
∑
mm′k

|χkm〉Σm,m′(ω)〈χkm′ |. (55)
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It can be expressed in the Kohn Sham basis directly using the fact that 〈Ψkn|χk′m〉 is zero if k
and k′ are different,

Σnn′(k, ω) =
∑
m,m′

〈Ψkn|χkm〉Σmm′(ω)〈χkm′ |Ψkn′〉 (56)

In order to avoid a double counting of the correlation for correlated orbitals, the self-energy has to
contain a so called ”double counting part” which should cancel the DFT/LDA Hartree and exchange
correlation potential for the correlated electrons

Σ = ΣDMFT − ΣDC. (57)

The Green’s function will obey the usual equation of motion:

(ωI −H − Σ)G = I. (58)

Thus the Green’s function is

Gnn′(k, ω) = [ωI −H(k)− Σ(k, ω)]−1
∣∣
nn′

, (59)

where H(k) is a diagonal matrix containing the Kohn Sham eigenvalues and Σ(k, ω) is non diagonal
(see above).

The local Green’s function is simply:

Gloc
mm′(ω) =

∑
k

〈χkm|Ψkn〉Gnn′(k, ω)〈Ψkn′ |χkm′〉 (60)

This equation is the generalisation of Eq. 35.

5.3.2 The Self-Consistency Condition

The DMFT self-consistency relation equals the local Green’s function and the Green’s function of the
Anderson model:

Gloc
mm′(ω) = GAnderson

mm′ (ω) (61)

where
GAnderson
mm′ (ω) = [ωI − E0 −∆(ω)− Σ(ω)]−1

∣∣
mm′

(62)

E0 is a diagonal matrix with the levels of correlated orbitals in the (multiorbital) Anderson model, Σ
and ∆ are the self-energy and hybridization matrices in the correlated orbital basis. E0 and ∆ are
obtained from the self-consistency condition.

5.3.3 The Anderson impurity model

E0, ∆ and U, J defines the Anderson model. The solution of the Anderson model gives the local self
energy, which is used again to compute the lattice Green’s function (Eq. 59).

5.3.4 The DFT loop

The density can be obtained from the full Green’s function using:

n(r) = −i
∑
n,k

Ψkn(r)Gnn′(k, t− t′ = 0−)Ψkn′(r) (63)

and is used to reconstruct the Kohn Sham hamiltonian (a functional of the density) and thus the
eigenvalues. The scheme is summarized on Fig. 12.
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DFT

DMFT Loop

Diagonalize HKS

Kohn-Sham Hamiltonian HKS

Define orbitals and use εk

Compute lattice Green’s function

Compute local Green’s function

Compute Weiss field G−10 = Σ−Gloc

Impurity Solver (CTQMC)
Compute Green’s function
Compute Self-energy

New electronic density

Figure 12: Scheme of the DFT+DMFT loops. G0 is the non interacting Green’s function of the
Anderson model and is linked to the hybridization by G−10 = [ωI −E0 −∆(ω)]. The Dyson Equation
is G−10 −G−1 = Σ.

6 Conclusion

In these notes, we have first shown that the Hubbard model is a model for localisation/delocalisation
transitions. Then we have presented the mapping to the Anderson model, and finally the DMFT
and DFT+DMFT equations (DFT+U is also discussed). For interested readers, the ABINIT code
proposes online hands-on tutorials about ”how to compute U using cRPA”, and ”the DFT+DMFT
method” (see www.abinit.org/tutorials).
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