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Introduction 1
.

Question 1

A Fortran library for solving Ax = b gives the following results:

A =


10 7 8 7
7 5 6 5
8 6 10 9
7 5 9 10

 b =


32
23
33
31

 Solution: x =


1
1
1
1



A =


10 7 8 7
7 5 6 5
8 6 10 9
7 5 9 10

 b =


32.001
22.999
33.001
30.999

 Solution: x =


1.082
0.862
1.035
0.979



A =


10 7.021 8 7
7 5 6 5
8 6 10 9
7 5 9 10

 b =


32
23
33
31

 Solution: x =


−2.77...
7.19...
−0.51...
1.90...


Should you trust this library?
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Question 2

Constrained optimization is ubiquitous in quantum physics and chemistry
(e.g. Hartree-Fock, DFT, etc.). In Physics and Chemistry textbooks, such
problems are solved using the Lagrangian method.

Example: solve inf
g(x)=0

E(x) where E : Rd → R and g : Rd → Rm are regular.

Introduce the Lagrangian L : Rd × Rm → R defined as

L(x, λ) = E(x) + λTg(x).

Then, the minimizers are obtained by solving the system of equations∇xL(x, λ) = 0

∇λL(x, λ) = 0,

Application: d = 1, m = 1, E(x) = x, g(x) = x2{
1 + 2λx = 0
x2 = 0

⇒ No solution, though x = 0 is obviously a minimizer!
What’s the catch?
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Question 3

Diagonalizing the translation operators (TR)R∈Z3

(TRψ)(r) = ψ(r−R)

Let ψ 6= 0 be such that TRψ = C(R)ψ for all R ∈ Z3 with C(R) ∈ C. Since

|C(R)|2
∫
|ψ(r)|2 dr =

∫
|C(R)ψ(r)|2 dr =

∫
|(TRψ)(r)|2 dr =

∫
|ψ(r−R)|2 dr

=

∫
|ψ(r)|2 dr, (1)

then |C(R)| = 1 and therefore C(R) = eiα(R). Since TR+R′ = TRTR′, we get
C(R) = eik·R for some k ∈ R3. And from there, we get

ψ(r) = eik·ru(r) where u is an Z3-periodic function

But then,
∫
|ψ(r)|2 dr = +∞, and we can’t infer from (1) that |C(R)| = 1.

How to make this (physically correct) argument mathematically correct?
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.

Question 4

The bound states of the hydrogen atom Hamiltonian are known

ĥ = −1

2
∆− 1

r
ĥ ϕn,`,m(r, θ, φ) = Enϕn,`,m(r, θ, φ),

∣∣∣∣∣∣
n ∈ N∗
0 ≤ ` ≤ n− 1
−` ≤ m ≤ `

When two hydrogen atoms are at distance R � 1 a.u., their interaction
energy can be expanded as

∆E(R) = −C6

R6
+ h.o.t. (van der Waals interaction)

The C6 coefficient can be computed by perturbation theory

Using the “sum over state” technique in the basis (ϕn,`,m) we get

C6 ' 3.923 u.a. to be compared with the correct value C6 ' 6.499 u.a.

What’s wrong in this approach?
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Question 5

Which spin states can you actually represent with your two hands?



Outline of the course 6
.

1. Spectral theory of self-adjoint operators

2. From molecules to materials

3. A bit of numerical analysis

4. Constrained optimization and Lagrange multipliers



1 - Spectral theory of self-adjoint operators

References:

• E.B. Davies, Linear operators and their spectra, Cambridge University
Press 2007.
• B. Helffer, Spectral theory and its applications, Cambridge University

Press 2013.
•M. Reed and B. Simon, Modern methods in mathematical physics, in 4

volumes, 2nd edition, Academic Press 1972-1980.
•M. Lewin, Théorie spectrale et mécanique quantique, Springer 2022.

Notation: in this section,H denotes a separable complex Hilbert space, 〈·|·〉
its inner product, and ‖ · ‖ the associated norm.
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.
Fundamental principles of quantum mechanics

1. To each quantum system is associated a separable complex Hilbert spaceH

2. If the state of the system at time t is completely known (pure state), it
can be described by a normalized vector ψ(t) ofH. The set of physically
admissible pure states is the projective space P (H).

3. Physical observables are represented by self-adjoint operators onH.

4. Let a be a physical observable represented by the self-adjoint operator A.
The outcome of a measurement of a is always in σ(A), the spectrum of A.

5. If, just before the measurement, the system is in the pure state ψ(t0),
then the probability that the outcome lays in the interval I ⊂ R is
‖1I(A)ψ(t0)‖2, where 1I is the characteristic function of I and 1I(A)
is defined by functional calculus.

6. If the system is isolated, its dynamics between two successive measures
is given by ψ(t) = U(t − t0)ψ(t0) where U(τ ) = e−iτH/~, H being the
Hamiltonian, i.e. the self-adjoint operator associated with the energy.
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Definition (Hilbert space). A Hilbert space is a real or complex vector spaceH
endowed with a inner product 〈·|·〉 and complete for the associated norm ‖ · ‖.

Definition (completeness). A sequence (ψn)n∈N of elements of a normed vector space (H, ‖ · ‖) is Cauchy if

∀ε > 0, ∃N ∈ N s.t. ∀q ≥ p ≥ N, ‖ψp − ψq‖ ≤ ε.

The normed vector space (H, ‖ · ‖) is called complete if any Cauchy sequence of elements ofH converges inH.

Example: all finite-dimensional normed R- or C-vector spaces are complete.
• Endowed with the hermitian inner product, Cd is a Hilbert space:

〈x|y〉 =
∑

1≤i≤d

xi yi, ‖x‖ = 〈x|s〉1/2 =

∑
1≤i≤d

|xi|2
1/2

.

• Let S ∈ Cd×d be a positive definite hermitian matrix
(Sji = Sij for all 1 ≤ i, j ≤ d and x∗Sx > 0 for all x ∈ Cd \ {0}).
Then 〈x|y〉S = x∗Sy defines a inner product on Cd and

∀x ∈ Cd, λ1(S)‖x‖ ≤ ‖x‖S ≤ λd(S)‖x‖,
where λ1(S) ≤ λ2(S) ≤ · · · ≤ λd(S) are the eigenvalues of S.
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Fundamental examples: the Hilbert space L2(Rd,C).
• The sequilinear form

〈ϕ|ψ〉 :=

∫
Rd
ϕψ :=

∫
Rd
ϕ(r)ψ(r) dr

defines a inner product on

C∞c (Rd,C) :=
{
ϕ ∈ C∞(Rd,C) | ϕ = 0 outside some bounded set

}
,

but C∞c (Rd,C), endowed with the inner product 〈ϕ|ψ〉, is not a Hilbert space.

• To obtain a Hilbert space, we have to "complete" it with "all the limits
of the Cauchy sequences of elements of C∞c (Rd)". We thus obtain the set

L2(Rd,C) :=

{
ϕ : Rd → C |

∫
Rd
|ϕ|2 <∞

}
,

which, endowed with the inner product 〈ϕ|ψ〉, is a Hilbert space.

• Technical details:

– one must use the Lebesgue integral (doesn’t work with Riemann integral);
– the elements of L2(Rd,C) are in fact equivalence classes of measurable functions (for the Lebesgue

measure) for the equivalence relation ϕ ∼ ϕ′ iff ϕ = ϕ′ everywhere except possibly on a set of zero
Lebesgue measure.
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Fundamental examples: the Sobolev spaces H1(Rd,C) and H2(Rd,C).

• The sets

H1(Rd,C) :=
{
ϕ ∈ L2(Rd,C) | ∇ϕ ∈ (L2(Rd,C))d

}
,

H2(Rd,C) :=
{
ϕ ∈ L2(Rd,C) | ∇ϕ ∈ (L2(Rd,C))d and D2ϕ ∈ (L2(Rd,C))d×d

}
are vector spaces. Respectively endowed with the inner products

〈ϕ|ψ〉H1 :=

∫
Rd
ϕψ +

∫
Rd
∇ϕ · ∇ψ,

〈ϕ|ψ〉H2 :=

∫
Rd
ϕψ +

∫
Rd
∇ϕ · ∇ψ +

∫
Rd
D2ϕ : D2ψ,

they are Hilbert spaces.
• Technical detail: the gradient and the second derivatives are defined by means of distribution theory.

Remark. Let ϕ ∈ H1(Rd). A function ϕ̃ ∈ H1(Rd) can be a very accurate
approximation of ϕ in L2(Rd) and a terrible approximation of ϕ in H1(Rd).

For instance, let ϕ(x) = 1
1+x2 and ϕn(x) =

(
1 + sin(n2x2)

n

)
ϕ(x). The sequence

(ϕn)n∈N∗ converges to ϕ in L2(R) and goes to infinity in H1(R).
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Bounded linear operators on Hilbert spaces

Definition-Theorem (bounded linear operator). A bounded operator on H
is a linear map Â : H → H such that

‖Â‖ := sup
Ψ∈H\{0}

‖ÂΨ‖
‖Ψ‖

<∞.

The set B(H) of the bounded operators onH is a non-commutative algebra
and ‖ · ‖ is a norm on B(H).

Remark. A bounded linear operator A is uniquely defined by the values of
the sesquilinear form H×H 3 (Ψ1,Ψ2) 7→ 〈Ψ1|ÂΨ2〉 ∈ C.

Definition-Theorem (adjoint of a bounded linear operator). Let A ∈ B(H).
The operator Â† ∈ B(H) defined by

∀(u, v) ∈ H ×H, 〈u|Â†v〉 = 〈Au|v〉,
is called the adjoint of A. The operator A is called self-adjoint if Â† = A.

Endowed with its norm ‖ · ‖ and the ∗ operation, B(H) is a C∗-algebra.
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(Non necessarily bounded) linear operators on Hilbert spaces

Definition (linear operator). A linear operator onH is a linear map
Â : D(Â)→ H, where D(Â) is a subspace ofH called the domain of Â.
Note that bounded linear operators are particular linear operators.

Definition (extensions of operators). Let Â1 and Â2 be operators onH. Â2 is
called an extension of Â1 if D(Â1) ⊂ D(Â2) and if ∀u ∈ D(Â1), Â2u = Â1u.

Definition (unbounded linear operator). An operator Â on H which does
not possess a bounded extension is called an unbounded operator onH.

Definition (symmetric operator). A linear operator Â on H with dense
domain D(Â) is called symmetric if

∀Ψ1,Ψ2 ∈ D(Â)×D(Â), 〈Ψ1|ÂΨ2〉 = 〈ÂΨ1|Ψ2〉.

Symmetric operators are not very interesting. Only self-adjoint operators
represent physical observables and have nice mathematical properties:
• real spectrum;
• spectral decomposition and functional calculus.
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Definition (adjoint of a linear operator with dense domain). Let A be a linear operator on H with dense
domain D(Â), and D(Â†) the vector space defined as

D(Â†) =
{
v ∈ H | ∃wv ∈ H s.t. ∀u ∈ D(Â), 〈Au|v〉 = 〈u|wv〉

}
.

The linear operator Â† onH, with domain D(Â†), defined by

∀v ∈ D(Â†), Â†v = wv,

(if wv exists, it is unique since D(Â) is dense) is called the adjoint of A.

This definition agrees with the previous one for bounded operators.

Definition (self-adjoint operator). A linear operator Â with dense domain
is called self-adjoint if Â† = Â (that is if Â symmetric and D(Â†) = D(Â)).

Case of bounded operators:

symmetric⇔ self-adjoint.

Case of unbounded operators:

symmetric (easy to check) ;
⇐ self-adjoint (sometimes difficult to check)



1 - Spectral theory of self-adjoint operators 15
.

Some unbounded self-adjoint operators arising in quantum mechanics

• position operator along the j axis:
–H = L2(Rd),
– D(r̂j) =

{
u ∈ L2(Rd) | rju ∈ L2(Rd)

}
, (r̂jφ)(r) = rjφ(r);

•momentum operator along the j axis:
–H = L2(Rd),
– D(p̂j) =

{
u ∈ L2(Rd) | ∂rju ∈ L2(Rd)

}
, (p̂jφ)(r) = −i∂rjφ(r);

• kinetic energy operator:
–H = L2(Rd),

– D(T ) = H2(Rd) :=
{
u ∈ L2(Rd) | ∆u ∈ L2(Rd)

}
, T = −1

2∇
2 = −1

2
∆;

• Schrödinger operators in 3D: let V ∈ L2
unif(R3,R) (V (r) = − Z

|r| OK)

–H = L2(R3),

– D(H) = H2(R3), H = −1

2
∆ + V .
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Definition-Theorem (spectrum of a linear operator). Let A be a closed1

linear operator onH.

• The open set ρ(A) =
{
z ∈ C | (z − A) : D(Â)→ H invertible

}
is called

the resolvent set of A. The analytic function

ρ(A) 3 z 7→ Rz(A) := (z − A)−1 ∈ B(H)

is called the resolvent ofA. It holdsRz(A)−Rz′(A) = (z′−z)Rz(A)Rz′(A).

• The closed set σ(A) = C \ ρ(A) is called the spectrum of A.

• If A is self-adjoint, then σ(A) ⊂ R and it holds σ(A) = σp(A) ∪ σc(A),
where σp(A) and σc(A) are respectively the point spectrum and the con-
tinuous spectrum of A defined as

σp(A) =
{
z ∈ C | (z − A) : D(Â)→ H non-injective

}
= {eigenvalues of A}

σc(A) =
{
z ∈ C | (z − A) : D(Â)→ H injective but non surjective

}
.

1 The operator A is called closed if its graph Γ(A) :=
{

(u,Au), u ∈ D(Â)
}

is a closed subspace ofH×H.
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On the physical meaning of point and continuous spectra

Theorem (RAGE, Ruelle ’69, Amrein and Georgescu ’73, Enss ’78).

LetH be a locally compact self-adjoint operator on L2(Rd) with no singular
continuous spectrum. [Ex.: the Hamiltonian of the hydrogen atom.]

LetHp = Span {eigenvectors of H} andHc = H⊥p .
[Ex.: for the Hamiltonian of the hydrogen atom, dim(Hp) = dim(Hc) =∞.]

Let χBR be the characteristic function of the ball BR =
{
r ∈ Rd | |r| < R

}
.

Then

(φ0 ∈ Hp) ⇔ ∀ε > 0, ∃R > 0, ∀t ≥ 0,
∥∥(1− χBR)e−itHφ0

∥∥2

L2 ≤ ε;

(φ0 ∈ Hc) ⇔ ∀R > 0, lim
t→+∞

∥∥χBRe−itHφ0

∥∥2

L2 = 0.

Hp : subspace of localized states, Hc : subspace of scattering states
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Electronic problem for a given nuclear configuration {RA}1≤A≤M

Ex: water molecule H2O
M = 3, N = 10, z1 = 8, z2 = 1, z3 = 1

vnuc(r) = −
M∑
k=1

zA
|r−RA|

−1

2

N∑
i=1

∆ri +

N∑
i=1

vnuc(ri) +
∑

1≤i<j≤N

1

|ri − rj|

Ψ(x1, · · · ,xN) = E Ψ(x1, · · · ,xN)

∀p ∈ SN , Ψ(xp(1), · · · ,xp(N)) = ε(p)Ψ(x1, · · · ,xN), (Pauli principle)

Ψ ∈ HN =

N∧
H1, H1 = L2(R3 × {↑, ↓};C)

Theorem (Kato ’51). The operator ĤN := −1

2

N∑
i=1

∆ri+

N∑
i=1

vext(ri)+
∑

1≤i<j≤N

1

|ri − rj|
with domain D(ĤN) := HN ∩H2((R3 × {↑, ↓})N ;C) is self-adjoint onHN .
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Theorem (spectrum of ĤN).

1. HVZ theorem (Hunziger ’66, van Winten ’60, Zhislin ’60)

σc(ĤN) = [ΣN ,+∞) with ΣN = minσ(ĤN−1) ≤ 0 and ΣN < 0 iff N ≥ 2.

2. Bound states of neutral molecules and positive ions (Zhislin ’61)

If N ≤ Z :=

M∑
A=1

zA, then ĤN has an infinite number of bound states.

Continuous spectrum
N

Ε
0

Excited states

N
Σ

Ground state

3. Bound states of negative ions (Yafaev ’72)
If N ≥ Z + 1, then ĤN has at most a finite number of bound states.
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Spectra of Schrödinger operators with confining potentials

H = L2(Rd), V ∈ C0(Rd), lim
|r|→+∞

V (r) = +∞ (confining potential)

D(Ĥ) =

{
ϕ ∈ L2(Rd) | − 1

2
∆ϕ + V ϕ ∈ L2(Rd)

}
, ∀ϕ ∈ D(Ĥ), Ĥϕ = −1

2
∆ϕ+V ϕ.

Ĥ is bounded below and its spectrum is purely discrete (σd(Ĥ) = σ(Ĥ), σess(Ĥ) = ∅).

As a consequence, H is diagonalizable in a orthonormal basis: there exist
• a non-decreasing sequence (En)n∈N of real numbers going to +∞;
• an orthonormal basis (ψn)n∈N ofH composed of vectors of D(H),

such that
∀n ∈ N, Ĥψn = Enψn.

In addition, the ground state eigenvalue E0 is non-degenerate and the cor-
responding eigenvector can be chosen positive on Rd.
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Spectra of 3D Schrödinger operators with potentials decaying at infinity

V such that ∀ε > 0, ∃(V2, V∞) ∈ L2(R3)×L∞(R3) s.t. V = V2+V∞ and ‖V∞‖L∞ ≤ ε,

H = L2(R3), D(ĥ) = H2(R3), ∀ϕ ∈ D(ĥ), ĥϕ = −1

2
∆ϕ + V ϕ.

The operator H is self-adjoint, bounded below, and σc(ĥ) = [0,+∞).

Depending on V , the discrete spectrum of ĥ may be
• the empty set;
• a finite number of negative eigenvalues;
• a countable infinite number of negative eigenvalues accumulating at 0

(ex: Ridberg states).

If ĥ has a ground state, then its energy is a non-degenerate eigenvalue and
the corresponding eigenvector can be chosen positive on Rd.
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The special case of Kohn-Sham LDA Hamiltonians

ĥKS
ρ = −1

2
∆+V KS

ρ with V KS
ρ (r) = −

M∑
A=1

zA
|r−RA|

+

∫
R3

ρ(r′)

|r− r′|
dr′+

deLDA
xc

dρ
(ρ(r))

For any ρ ∈ L1(R3)∩L3(R3), the KS potential V KS
ρ satisfies the assumptions

of the previous slide. In particular Hρ is bounded below and σc(ĥρ) = [0,+∞).

Let Z =

M∑
A=1

zA be the total nuclear charge of the molecular system and N =

∫
R3
ρ.

• If N < Z (positive ion), ĥKS
ρ has a countable infinite number of negative

eigenvalues accumulating at 0.
• If N = Z (neutral molecular system) and if ρGS is a ground state density

of the system, then ĥKS
ρGS

has at least N non-positive eigenvalues.
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Spectra of (restricted) Hartree-Fock Hamiltonians

Let Φ = (φ1, · · · , φN) ∈ (H1(R3))N be such that
∫
R3
φiφj = δij,

γ(r, r′) =

N∑
i=1

φi(r)φi(r
′), ργ(r) = 2γ(r, r) = 2

N∑
i=1

|φi(r)|2.

H = L2(R3), D(H) = H2(R3),

(ĥHF
γ φ)(r) = −1

2
∆φ(r)−

M∑
A=1

zA
|r−RA|

φ(r)+

(∫
R3

ργ(r
′)

|r− r′|
dr′
)
φ(r)−

∫
R3

γ(r, r′)

|r− r′|
φ(r′) dr′

LetZ :=
∑M

A=1 zA. The operator ĥHF
γ is self-adjoint, bounded below, and we have:

• σc = [0,+∞);

• if N < Z (positive ion), ĥHF
γ has a countable infinite number of negative

eigenvalues accumulating at 0;
• if N = Z (neutral molecular system) and if ΦGS is a HF ground state,

then ĥHF
γGS

has at least N negative eigenvalues (counting multiplicities).
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Spectra of Dirac Hamiltonians

H = L2(R3;C4), D(D̂0) = H1(R3;C4), D̂0 = c~̂p · ~α + mc2β

p̂j = −i~∂j, αj =

(
0 σk
σk 0

)
∈ C4×4, β =

(
I2 0
0 −I2

)
∈ C4×4

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
(Pauli matrices)

The free Dirac operator D̂0 is self-adjoint and

σ(D̂0) = σc(D̂0) = (−∞,−mc2] ∪ [mc2,+∞).
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Theorem. Let α := e2

4πε0~c
' 1/137.036 be the fine structure constant. Let

D̂Z = D̂0 −
Z

|r|
, Z ∈ R (physical cases: Z = 1, 2, 3, · · · ).

• if |Z| <
√

3
2α ' 118.677, the Dirac operator D̂Z is essentially self-adjoint

(meaning that there exists a unique domainD(D̂Z) containingC∞c (R3;C4)
for which D̂Z is self-adjoint);

• if |Z| >
√

3
2α ' 118.677, D̂Z has many self-adjoint extensions;

• if |Z| < 1
α ' 137.036, D̂Z has a special self-adjoint extension, considered

as the physical one. The essential spectrum of this self-adjoint exten-
sion is (−∞,−mc2] ∪ [mc2,+∞) and its discrete spectrum consist of the
eigenvalues

Enj = mc2

1 +

 Zα

n− j − 1
2 +
√

(j + 1
2)2 − Z2α2


2

−1/2

, n ∈ N∗, j =
1

2
,
3

2
,
5

2
, · · · ≤ n−1

2
.

Many-body Dirac-Coulomb Hamiltonian are not understood mathematically.
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Functional calculus for diagonalizable self-adjoint operators

Let Â be a self-adjoint operator that can be diagonalized in an orthonormal
basis (ϕn)n∈N (this is not the case for many useful self-adjoint operators!).

Dirac’s bra-ket notation: Â =
∑
n∈N

λn|ϕn〉〈ϕn|, λn ∈ R, 〈ϕm|ϕn〉 = δmn.

Then,
• the operator Â is bounded if and only if ‖Â‖ = supn |λn| <∞;
•D(Â) =

{
|ψ〉 =

∑
n∈N cn|ϕn〉 |

∑
n∈N(1 + |λn|2)|cn|2 <∞〉

}
;

• σp(Â) = {λn}n∈N and σc(Â) =
{

accumulation points of {λn}n∈N
}
\σp(Â);

• Hp = H andHc = {0} (if Â is a Hamiltonian: no scattering states!);
• functional calculus for diagonalizable self-adjoint operators: for all
f : R→ C, the operator f (Â) defined by

D(f (Â)) =

{
|ψ〉 =

∑
n∈N

cn|ϕn〉 |
∑
n∈N

(1 + |f (λn)|2)|cn|2 <∞〉

}
, f (Â) =

∑
n∈N

f (λn)|ϕn〉〈ϕn|

is independent of the choice of the spectral decomposition of Â.
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Theorem (functional calculus for bounded functions). Let B(R,C) be the
∗-algebra of bounded C-valued Borel functions on R and let Â be any self-
adjoint operator onH. Then there exists a unique map

ΦA : B(R,C) 3 f 7→ f (Â) ∈ B(H)

satisfies the following properties:

1. ΦA is a homomorphism of ∗-algebras:

(αf+βg)(Â) = αf (Â)+βg(Â), (fg)(Â) = f (Â)g(Â), f ∗(Â) = f (Â)†;

2. ‖f (Â)‖ ≤ sup
x∈R
|f (x)|;

3. if fn(x)→ x pointwise and |fn(x)| ≤ |x| for all n and all x ∈ R, then

∀ψ ∈ D(Â), fn(Â)ψ → Âψ inH;

4. if fn(x)→ f (x) pointwise and supn supx∈R |fn(x)| <∞, then

∀ψ ∈ H, fn(Â)ψ → f (Â)ψ inH;

In addition, if ψ ∈ H is such that Âψ = λψ, then f (Â)ψ = f (λ)ψ.
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Theorem (spectral projections and functional calculus - general case -).

Let Â be a self-adjoint operator onH.

• For all λ ∈ R, the bounded operator P̂A
λ := 1(−∞,λ](Â), where 1(−∞,λ](·)

is the characteristic function of (−∞, λ], is an orthogonal projection.

• Spectral decomposition of Â: for all ψ ∈ D(Â) and ψ′ ∈ H, it holds

〈ψ′|Âψ〉 =

∫
R
λ d〈ψ′|P̂A

λ ψ〉︸ ︷︷ ︸, which we denote by Â =

∫
R
λ dP̂A

λ .

Bounded complex measure on R

• Functional calculus: let f be a (not necessarily bounded) C-valued Borel
function on R. The operator f (A) can be defined by

D(f (Â)) :=

{
ψ ∈ H |

∫
R
|f (λ)|2 d〈ψ|PA

λ ψ〉︸ ︷︷ ︸ <∞
}

Bounded positive measure on R
and

∀(ψ, ψ′) ∈ D(f (Â))×H, 〈ψ′|f (Â)ψ〉 :=

∫
R
f (λ) d〈ψ′|P̂A

λ ψ〉.
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Application of spectral theory and functional calculus: one-body density matrices

1-RDM associated with an N -body wavefunction ΨN

γΨN
(x,x′) : = 〈ψN |Ψ̂†(r)Ψ̂(r′)|ΨN〉

= N

∫
(R3×{↑,↓})N−1

ΨN(x,x2, · · · ,xN)ΨN(x′,x2, · · · ,xN)∗ dx2 · · · dxN

It is extremely fruitful to consider γΨN
(x,x′) as the integral kernel of an

operator γ̂ΨN
onH1 (also called 1-RDM or DM for short)

∀ϕ ∈ H1, (γ̂ΨN
ϕ)(x) =

∫
R3×{↑,↓}

γΨN
(x,x′)ϕ(x′) dx′

The operator γ̂ΨN
is self-adjoint, diagonalizable, σ(γ̂ΨN

) ⊂ [0, 1], and Tr(γ̂ΨN
) = N

γ̂ΨN
=

+∞∑
j=1

nj|ϕj〉〈ϕj|, 〈ϕj|ϕj′〉 = δjj′, 0 ≤ nj ≤ 1,

+∞∑
j=1

nj = N

The ϕj’s are called the natural orbitals (associated with ΨN), and the nj’s
the natural occupation numbers
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Application of spectral theory and functional calculus: one-body density matrices

When ΨN is the Slater determinant of orthonormal orbitals (ϕ1, · · · , ϕN),
then γ̂ΨN

is the orthogonal projector on span(ϕ1, · · · , ϕN):

γ̂ΨN
=

N∑
j=1

|ϕj〉〈ϕj|, γ̂2
ΨN

= γ̂ΨN
= γ̂†ΨN
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Application of spectral theory and functional calculus: one-body density matrices

Consider a system of non-interacting “electrons” with one-body Hamiltonian ĥ

Assume that ĥ has at least N eigenvalues ε1 ≤ ε2 ≤ · · · ≤ εN (counting
multiplicities) and that εN < εN+1 (energy gap). Then
• NVE ground-state density matrix is

γ̂NVE = 1(−∞,µF](ĥ)

where µF is any number in the range [εN , εN+1) (Fermi level)

Assume that ĥ is diagonalizable: ĥ =

+∞∑
j=1

εj|ϕj〉〈ϕj|, 〈ϕj|ϕj′〉 = δjj′

• NVT (canonical) ground-state density matrix:

γ̂NVT = fβ(ĥ− µ), µ such that Tr(γ̂NVT) = N, fβ(ε) =
1

1 + eβε

• µVT (grand-canonical) ground-state density matrix:

γ̂µVT = fβ(ĥ− µ)


